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1. Introduction
In light of the importance of crude oil to the world’s 
economy, it is not surprising that economists have 
devoted great efforts towards developing methods 
to forecast price and volatility levels. While the most 
popular forecasting approaches are based on traditional 
econometrics, computational approaches such as 
artificial neural networks and fuzzy expert systems 
have gained popularity in financial markets because of 
their flexibility and accuracy. However, there is still no 
general consensus on which methods are more reliable. 

In this study, we categorize the extant oil price forecasting 
literature into two main categories: (1) quantitative and 
(2) qualitative methods. Section 3.1 of the paper focuses 
on quantitative methods including econometric and 
computational approaches, while Section 3.2 covers 
qualitative methods including computational and 
technological approaches.

Appendix A provides a premier on time series models 
including ARCH and GARCH modeling.

2. Crude Oil Price Forecasting Techniques
Quantitative methods, which utilize numerical variables 
that impact oil prices, can be further segmented into 
two categories: (1) econometric methods and (2) non-
standard methods. Econometric models are further 
sorted into the three classes of models: (1) time-series 
models, (2) financial models, and (3) structural models. 
The non-standard methods that are most frequently 
applied to oil price forecasting are artificial neural 
networks and support vector machines. Qualitative 
methods estimate the impact of infrequent events 
such as wars and natural disasters on oil prices. These 
approaches have recently grown in popularity in the 
oil price forecasting literature. While there are many 
qualitative forecasting methods, few have been applied 
to forecast oil prices, such as the Delphi method, belief 

Exhibit 1 Standard Specifications for Select Quantitative Models
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1. ARIMA (p, d, q) model: Auto-Regressive Integrating Moving Average, where

 p = number of autoregressive terms
 d = number of nonseasonal differences
 q = number of lagged forecast errors

Examples: ARIMA (0, 1, 0) – Random Walk model with a drift
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ARIMA (1, 1, 1) – Mixed Autoregressive and Moving Average model with constant
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2. Markov Switching Model of Conditional Mean.
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Here ts represents the regime (e.g., 0ts  may represent high interest rate environment,
while 1ts  may represent low interest rate environment).

3. ARCH/GARCH models
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networks, fuzzy logic and expert systems, and web text 
mining. 

3. Review of the Literature 

3.1. Quantitative Models
Quantitative methods are based on quantitative 
historical data and mathematical models and focus 
on short- and medium-term predictions. We divide 
quantitative methods into two broad categories: (1) 
econometric models and (2) non-standard models.

3.1.1. Econometric Models
Econometric models are the most frequently used 
methods in oil price forecasting. In this study, we further 
classify econometric methods into three categories: (1)
time-series, (2) financial, and (3) structural models.

3.1.1.1. Time-Series Models
Time-series models predict future oil prices based on 
historical oil price data. These models are most often 
employed when (1) the data exhibit a systematic pattern, 
such as autocorrelation, (2) the number of possible 
explanatory variables is large, and their interactions 
suggest an exceedingly complex structural model, or 
(3) forecasting the dependent variable requires the 
prediction of the explanatory variables, which may be 
even more involved than forecasting the dependent 
variable itself. All of these conditions appear to apply 
to oil prices. 

Time-series models include three main categories: (1) 
naïve models, (2) exponential smoothing models, and (3) 
autoregressive models such as ARIMA1  and the ARCH 
2/GARCH3  family of models. In this context, Pindyck 
(1999) examines long-run behavior of crude oil, coal, 
and natural gas prices from 1887-1996. He incorporates 
unobservable state variables such as marginal costs, 
the resource reserve base, and demand parameters 
into the model and estimates the model with a Kalman 
filter. The author examines the forecasting ability of 
the model, adding mean reversion to a deterministic 
linear trend. The results suggest that the inclusion of 
a deterministic linear trend produces more accurate 
forecasts. Radchenko (2005) extends the Pindyck study. 
He applies a shifting trend model with an autoregressive 
process in error terms rather than Pindyck’s white noise 
process. The results confirm Pindyck’s conclusions. The 
author states that the shortcoming of the model is an 

inability to consider the impact of OPEC’s behavior. For 
this reason, he combines the model with autoregressive 
and random walk models and concludes that the 
combined model outperforms the original model. 

Lanza et al. (2005) estimate the relationship between 10 
heavy crude oil price series and 14 petroleum product 
price series in Europe and United States. The study 
covers the period from 1994-2002, and the authors 
apply cointegration and error correction (ECT) tests 
to determine the relationships among the variables and 
forecast crude oil prices. The empirical results provide 
evidence that product prices are related to heavy oil 
prices in the short- and long-term. Furthermore, in  the 
United States neither the error correction model (ECM) 
or the naïve model dominates, whereas in Europe the 
ECM marginally outperforms the naïve model. Wang et 
al. (2005) apply ARIMA to model the linear component 
of monthly WTI crude oil data from January 1970 to 
December 2003. The out-of-sample forecasts indicate 
that the linear ARIMA model exhibits poor forecasting 
power when compared to the nonlinear artificial neural 
network and the nonlinear integrated fuzzy expert 
system approaches. Xie et al. (2006) forecast WTI crude 
oil prices by applying the ARIMA method to WTI spot 
prices from January 1970 to December 2003. They 
compare the results with those of support vector machine 
and artificial neural networks methods. Once again, the 
out-of-sample forecasts indicate that the ARIMA model 
provides the poorest forecasting performance among 
the methods considered. Fernandez (2010) performs 
an out-of-sample forecast for short- and long-term 
horizons employing daily natural gas and Dubai crude 
oil prices from 1994-2005 using an ARIMA model. The 
results indicate that for very short-horizon forecasts, 
the ARIMA model outperforms the artificial neural 
networks and the support vector machine approaches, 
however, for long-horizon forecasts, the ARIMA model 
underperforms the other approach. The ARIMA model 
is a linear model so it is not surprising that there is a 
general consensus in the literature that this model is not 
able to describe the nonlinear components of oil price 
time-series.

Furthermore, a wide range of studies analyze the 
volatility of crude oil markets through the ARCH/
GARCH class of models. For instance, Cheong (2009) 
compares the volatility forecasting ability of GARCH- 
type models. The author uses daily WTI and Brent 
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crude oil spot prices for the period from January 4, 1993 
to December 31, 2008. The out-of-sample forecasting 
accuracy is estimated for 5-, 20-, 60-, and 100-day 
horizons. The results indicate that in the case of Brent 
crude oil prices, the standard short memory GARCH 
normal and student-t models outperform for the 5- 
and 20-day horizon forecasts and GARCH models that 
account to asymmetric reaction of oil volatility to price 
changes perform better at longer horizons. Thus a single 
model is not uniformly superior to predicting changes 
in oil price volatility.

Kang et al. (2009) compare the volatility prediction 
ability of the various types of GARCH models. They 
use daily spot prices of Brent, WTI, and Dubai crude oil 
during the period of January 6, 1992 to December 29, 
2006. The out-of-sample forecasts consider 1-, 5-, and 
20-day horizons. The results indicate that in the case 
of Brent and Dubai crude oil for all three forecasting 
horizons, the fractionally integrated GARCH model 
outperforms the other models and in the case of WTI 
crude oil the component GARCH model outperforms 
the other models. Wei et al. (2010) extend the work of 
Kang et al. (2009), applying nine linear and nonlinear 
GARCH-type models. They consider 1-, 5- and 20-day 
out-of-sample volatility forecasts based on daily Brent 
and WTI crude oil spot prices covering the period from 
January 6, 1992 to December 31, 2009. The out-of-
sample forecasts show that across all six loss functions 
there is no evidence that a single GARCH model 
outperforms the other models for both Brent and WTI. 
The only differentiation between models is that the 
linear GARCH-type models seem to fit better for short 
-run (one day) volatility forecasts and the nonlinear 
GARCH-type models seem to fit better for long-run (5- 
and 20-day) volatility forecasts. 

Vo (2009) compares the forecasting ability of four 
different models: (1) a Markov switching stochastic 
volatility (MSSV) model with constant variance, which 
is the combination of regime switching with a stochastic 
volatility model, (2) a stochastic volatility (SV) model, 
(3) a GARCH model, and (4) a Markov switching (MS) 
model. The author uses WTI weekly spot prices for 
the period from January 3, 1986 to January 4, 2008. 
The author finds that the in-sample forecast accuracy 
depends on the evaluation criteria and despite mixed 
results the simple MS model seems to perform better 
than the others.  In terms of the out-of -sample forecasts, 

the MSSV outperforms the other models under all 
three of the evaluation criteria. Mohammadi and Su 
(2010) compare the out-of-sample forecasting ability 
of various GARCH, exponential GARCH models. They 
apply the models to weekly data on 11 different crude oil 
(FOB) spot price time-series in international markets 
during the period of January 3, 1997 to February 13, 
2009. The results indicate that the forecasting accuracy 
of a nonlinear GARCH model outperforms the other 
models. 

Silva et al. (2010) investigate the performance of hidden 
Markov model (HMM) to forecast the medium term 
future crude oil price movements. This approach is 
a nonlinear time-series model which uses historical 
time-series data to forecast future prices. They use 
daily WTI spot prices and apply wavelets to omit the 
high frequency movements of the time-series, and then 
perform HMM to forecast oil prices. The HMM model 
forecasts the probability distribution of accumulated 
returns over the following days.  From this distribution, 
they explore future price trends. The results suggest that 
HMM model provides good forecasting performance. 

The results of these studies show that (a) time-series 
model are adequate for forecasting oil prices in the 
short run, but they have limited forecasting ability in 
the medium and long-term, (b) time-series models 
proved accurate forecasts of oil price volatility, but a 
single model cannot be used in every case, (c) oil prices 
and their volatility display significant nonlinearity, 
which indicates that small shocks to the economy could 
have large and unpredictable implications for oil prices 
and their volatility. 

3.1.1.2. Financial Models
In oil price forecasting, financial models estimate 
the relationship between spot and futures prices, and 
investigate whether futures contract prices are unbiased 
predictors of future spot prices, and whether they are 
efficient based on the efficient market hypothesis (EMH). 
Toward this goal, Bopp and Lady (1991) examined the 
impact of lagged futures and lagged spot oil prices 
on future spot prices. They use monthly heating oil 
prices traded on NYMEX4 covering the period from 
December 1980 to October 1988. The authors apply an 
autoregressive model and conclude that the predictive 
power of each data series depends on the type of data.
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When deseasonalized data is applied then the predictive 
performance of spot and futures prices are the same, 
but when actual prices are used, the forecasting ability 
of futures prices is superior to that of spot prices. The 
forecasting performance of the autoregressive financial 
model is compared with the random walk model and 
the results suggest that both models exhibit similar 
forecasting ability. 

Serletis (1991) investigates futures market efficiency and 
unbiasedness. The author uses daily spot and futures 
prices on heating oil and crude oil traded on NYMEX 
from July 1, 1983 to August 31, 1988, and daily spot and 
future prices on unleaded gasoline covering the period of 
March 14, 1985 to August 31, 1988. The author applies a 
cointegration test to determine the relationships among 
the variables and uses Fama’s variance decomposition 
method to test the joint measurement of variation in 
the premium and expected future spot prices, and 
concludes that variation in the premium reduces the 
forecasting ability of futures prices. Green and Mork 
(1991) examined efficiency and unbiasedness among 
official oil prices and ex-post spot prices. For this 
purpose they use a generalized method of moments 
(GMM) estimation approach using Middle East light 
and African light/North sea monthly crude oil prices 
covering the period from 1978-1985. They conclude 
that ex-post spot prices are not efficient or unbiased in 
the sub-period of 1981-1985, but there is evidence of 
improvement in efficiency during the period. 

Sami (1992) examined WTI crude oil futures prices (3-
and 6-month futures) as a function of WTI spot prices 
and interest rates (i.e., he uses the cost of carry model). 
The author employs daily data from September 20, 
1991 to July 15, 1992, and monthly data from January 
1984 to June 1992. The results suggest that interest rates 
do not have a clear influence on prices.  On the other 
hand, spot and future prices are highly correlated but 
the direction of the causal relationship between them is 
not identified. 

Day and Lewis (1993) and Agnolucci (2009) compare 
volatility forecasting accuracy of different GARCH 
models. The authors compare the prediction ability of 
these models with that of the implied volatility (IV) 
model. Using daily WTI crude oil future prices traded on 
the NYMEX during the period of December 31, 1991 to 
May 2, 2005. The results indicate that the GARCH- type 

models outperform the IV model.  Furthermore, among 
the GARCH-type models, those with asymmetric 
effects provide the best accuracy forecasts. Moosa and 
Aloughani (1994) also investigate the efficiency and 
unbiasedness in crude oil futures markets. They use 
monthly WTI crude oil spot and futures prices traded 
on the NYMEX covering the period from January 1986 
to July 1990. The results of cointegration and error 
correction model (ECM) tests indicate that futures 
prices (3- and 6-month futures) are neither unbiased 
nor efficient forecasts of spot prices. 

Zeng and Swanson (1998) examine the forecasting 
ability of futures prices on spot prices. For this purpose, 
several models are applied, including random walk 
with drift, random walk without drift, VAR model, and 
VECM models. They apply the models to daily futures 
prices on four commodities including: (1) crude oil 
traded on the NYMEX, (2) gold traded on the New 
York Commodity Exchange, (3) treasury bonds traded 
on the Chicago Board of Trade, and (4) the S&P 500 
index traded on the Chicago Mercantile Exchange for 
the period of April 1, 1990 to October 31, 1995. The 
results indicate that the ECM model outperforms the 
other models. 

Gulen (1998) estimates efficiency and forecasting power 
of posted oil prices. For this purpose, he incorporates both 
posted and futures oil prices as explanatory variables in 
the model. The author uses monthly WTI crude oil spot 
prices, and 1-, 3-, and 6-month futures prices traded on 
the NYMEX covering the period from March 1983 to 
October 1995. The results of a cointegration test suggest 
that futures prices are efficient predictors of future spot 
prices, with better predictive ability than posted prices. 
However, posted prices show predictive power for very 
short horizons. Schwartz and Smith (2000) introduce 
a two factor model of commodity prices which reflects 
two effects: (1) mean reversion in short-term prices and 
(2) uncertainty in the equilibrium level to which the 
prices mean revert. They model long-term prices with 
a geometric Brownian motion process, and the short-
term deviation of spot prices from equilibrium prices 
is expected to revert to zero according to an Ornstein-
Uhlenbeck process.  

Morana (2001) applies a semi-parametric approach 
suggested by Barone-Adesi et al. (1998) to forecast the 
volatility of Brent crude oil price, which is based on 

34
Alternative Investment Analyst Review							           Crude Oil Price Forecasting Techniques

Practitioner PerspectivesResearch Review



the relationship between spot and futures prices. The 
GARCH property of oil price volatility is applied to 
forecast short-term prices based on 1-month forward 
prices. The author uses Brent crude oil daily prices 
during the period of January 4, 1982 to January 21, 1999. 
The results indicate that Brent forward prices seem to 
be biased predictors of future spot prices. Furthermore, 
he compares the financial model with a time-series 
random walk model and concludes that for short-time 
horizons both specifications are unbiased. 

Cortazar and and Schwartz (2002) examine the 
relationship between spot and futures oil prices, 
extending the two-factor model of Schwartz (1997) to 
a three-factor model. They use daily prices of all futures 
contracts traded on the NYMEX for the period from 
1991-2001. In their three-factor model, the long term 
spot price return is allowed to be stochastic and to mean 
revert to a long term average. The in-sample and out-
of-sample forecasts indicate that the three-factor model 
performs better than the two-factor model and fits the 
data quite well. Furthermore, the authors suggest a 
Kalman filter approach which provides more reliable 
results. 

Fong and See (2002) apply a Markov regime switching 
(MRS) model to explain the volatility of oil prices. 
The model is based on the standard ARCH/GARCH 
approach, allowing jumps in the conditional variance 
between regimes. They use WTI crude oil daily prices 
for the nearest futures contracts covering the period 
from January 2, 1992 to December 31, 1997. The results 
suggest that the regime switching model with the ARCH 
effects (RSARCH) outperforms the constant variance 
and the standard GARCH model for the all three out-
of-sample forecasts. 

Chernenko et al. (2004) examine the efficiency and 
unbiasedness of broad sort of forward and futures 
contracts including crude oil and natural gas futures. 
They use monthly 3-, 6-, and 12-month WTI crude oil 
futures prices traded on the NYMEX from April 1989 
to December 2003. The authors find in most cases, 
forward and futures prices are not efficient or unbiased 
predictors of future spot prices. The results for crude oil 
and natural gas are mixed and they find little evidence of 
risk premiums. They compare their financial model to 
a time-series random walk specification and conclude 
that a random walk process predicts future spot prices 

better than futures prices do. Abosedra and Baghestani 
(2004) estimate the unbiasedness of 1-, 3-, 6-, 9-, and 
12-month crude oil futures prices, and use a naïve 
forecasting model as a benchmark. They use monthly 
WTI spot and futures prices traded on the NYMEX 
from January 1991 to December 2002. The empirical 
results suggest that future prices and naïve forecasts 
are unbiased in all time horizons, however, the 1- and 
12-month futures price based forecasts outperform 
the naïve forecasts. Abosedra (2005) employs a simple 
univariate model to examine unbiasedness and efficiency 
of crude oil spot and futures prices. The author uses 
monthly WTI crude oil spot and futures prices from 
January 1991 to December 2001. In this study, the goal 
is to forecast the 1-month futures price of crude oil for 
each trading day using the previous trading day’s spot 
price and concludes that 1-month futures prices seems 
to be an unbiased and semi-strongly efficient predictor. 
Chin et al. (2005) examine the ability of energy futures 
prices to accurately forecast future spot prices. The 
authors use monthly prices for WTI, gasoline, heating 
oil, and natural gas spot and 3-, 6-, and 12-month 
futures prices from January 1999 to October 2004, and 
assume that spot prices follow a random walk process 
with drift and rational expectations. The results suggest 
that future prices are unbiased predictors of spot prices 
with the exception of 3-month natural gas futures. They 
outperform time-series models. 

Yousefi et al. (2005) apply a wavelet methodology in 
providing out-of-sample forecasts for oil prices in 1-, 2-, 
3-, and 4-month forecast time horizons. They use average 
monthly WTI spot prices and WTI futures prices, 
covering the period from January 2, 1986 to January 
31, 2003. They conclude that the wavelet procedure 
exhibits greater predictive power than futures prices 
and this superiority does not decrease with increasing 
time horizons.  Furthermore, their results suggest that 
futures markets are not efficiently priced. 

Sadorsky (2006) compares different types of forecasting 
models, including the random walk, historical mean, 
moving average, exponential smoothing, linear 
regression models, autoregressive models, and various 
GARCH models to forecast petroleum prices. Sadorsky 
uses WTI daily futures prices of crude oil, heating oil 
#2, and unleaded gasoline covering the period from 
February 5, 1988 to January 31, 2003 (natural gas data 
covers the period of April 3, 1990 to January 31, 2003). 
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The results indicate that for heating oil and natural gas 
the TGARCH model fits best, while the GARCH model 
fits best for crude oil and unleaded gasoline, therefore, 
GARCH-type models outperform the other techniques. 

Coppola (2008) investigates the long-run relationship 
between spot and futures oil prices using weekly WTI 
spot and futures prices traded on the NYMEX from 
January 1986 to September 2006. The author performs 
cointegration tests and VECM to examine short- and 
long-run relationships between spot and futures prices. 
The in-sample forecasting results indicate that futures 
prices seem to explain spot price movements and the 
out-of-sample forecast results suggest that the VECM 
outperforms the random walk model. 

Alizade et al. (2008) are the first to apply the Markov 
regime switching approach to estimate the time 
varying minimum variance hedge ratio (Hung et al. 
2011) by introducing a Markov regime switching error 
correction model with a GARCH error structure. They 
apply the model to weekly spot and futures prices for 
WTI, unleaded gasoline and heating oil traded on the 
NYMEX from January 23, 1991 to December 27, 2006. 
The in- and out-of-sample forecasting results specify 
that the dependent hedge ratios are able to provide 
significant reduction in portfolio risk (Alizadeh et al. 
2008). 

Murat and Tokat (2009) examine the relationship 
between crude oil and crack spread prices, where the 
crack spread is the difference between crude oil prices 
and crude oil product (heating oil and gasoline) prices. 
The authors use weekly WTI spot prices and weekly 
prices of NYMEX future contracts from January 2000 to 
February 2009. They apply a Johansen cointegration test 
and VECM approach to analyze the Granger causality 
relationship between the two variables and to forecast 
WTI oil prices. Furthermore, they apply a time-series 
random walk model as a benchmark and conclude that 
the random walk model displays the poorest forecasting 
accuracy, while the VECM approach works well with 
crack spread futures and the ECM is effective with 
crude oil futures. 

Nomikos et al. (2011) consider the volatility forecasting 
ability and VaR performance of various volatility regime 
switching models including the MIX (distribution) 
GARCH and two regime MRS-GARCH models based 

on the mixed conditional heteroscedasticity models 
proposed by Haas et al. (2004a) and Alexander and 
Lazar (2006) and the Markov model of Haas et al. 
(2004b). They append the squared lagged basis of futures 
prices in the specification of the conditional variance 
GARCH-X models proposed by Lee (1994) and Ng 
and Pirrong, (1996), then, extend this framework by 
adding conditional extreme value theory (EVT). They 
apply the models to daily WTI crude oil and heating 
oil futures prices traded on the NYMEX from January 
23, 1991 to December 31, 2008, and Brent crude oil and 
gas traded on ICE5 from April 19, 1991 to December 
31, 2008. The authors find evidence that the MIX-
GARCH and the MRS-GARCH models outperform the 
other models and the MIX-GARCH-X model provides 
the best performance in terms of out-of-sample 
volatility forecasting across all the markets considered. 
Furthermore, the results of VaR performance indicate 
that the augmented GARCH-X model is the most 
reliable model. 

These results show that while the cost of carry model and 
the close relationship between current spot and futures 
are robust and hold strongly, the relationship between 
futures prices and future spot prices is time-varying 
cannot be explained accurately by existing models.  
Even though financial models predict the presence 
of a risk premium in futures prices in comparison to 
expected future spot prices, the existing models cannot 
accurately estimate the premium and its dynamics 
through time.

3.1.1.3. Structural Models
In structural models, oil price movements are modeled 
as a function of a collection of fundamental variables. 
The explanatory variables that are commonly used 
to explain oil price behavior are OPEC behavior, oil 
inventory level, oil consumption and production, and 
some non-oil variables such as economic activity, interest 
rates, exchange rates, and other commodity prices. In 
this context, there are many studies that investigate oil 
price movements based on fundamental variables and 
some of them explain the price movement fairly well. 
However, this does not necessarily imply that they 
provide good forecasting performance, as future values 
of the explanatory variables may be required to forecast 
commodity prices. Due to the data limitations and the 
complexities of structural models, few studies have used 
structural analyses to forecast oil prices. We categorize 
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the structural models that are used to forecast oil prices 
into five categories: (1) OPEC behavior models, (2) 
inventory models, (3) a combination of inventory and 
OPEC behavior models, (4) supply and demand models, 
and (5) non-oil models. 

3.1.1.3.1. OPEC Behavior Models
According to Huntington (1994), structural forecasting 
models based on supply and demand were not successful 
in predicting oil prices in the 1990s due to two major 
errors. The first error was inaccurate forecasts of GDP, 
especially for developing countries, and the second was 
an incorrect prediction of the increase in the supply 
of oil by non-OPEC countries. In addition to these 
errors, Tang and Hammoudeh (2002) state that another 
source of error was the omission of market participants’ 
expectations of OPEC’s interventions. 
Tang and Hammoudeh (2002) perform an empirical 
investigation of OPEC attempts to control prices 
within a target zone during the period of 1988-1999. 
They employ the basic target zone model proposed by 
Krugman (1991) which had been applied to oil markets 
by Hammoudeh and Madan (1995). They use the 
average basket price of seven types of crude oil products 
of OPEC members. During the period of study OPEC 
was not officially following a target zone policy, as the 
first price band was not announced by OPEC until 
March 2000. However, the authors state that there is 
evidence that OPEC supported target zone models 
during the period. The authors explain that OPEC is 
strongly motivated to support a lower limit for prices as 
oil is the major source of income for almost all OPEC 
member nations. Furthermore, OPEC is motivated to 
maintain an upper limit on prices since excessively high 
oil prices encourage investment by non-OPEC nations 
thereby reducing OPEC’s market share. In keeping with 
these motivations, the authors establish an oil price 
model based on production quotas, inventory levels 
and expectations of future market prices determined by 
the currently available information. 

The out-of-sample forecasting results suggest that the 
basic target zone model offers good forecasting ability. 
While the model performs well when the price is 
approaching the upper or lower bound without price 
jumps, it exhibits large forecasting errors when the price 
is well within the bounds or outside of the band. The 
model performs poorly if oil prices experience jumps. 

3.1.1.3.2. Inventory Models
Ye et al. (2002) provide a description of OPEC in the 
1990s that contradicts Tang and Hammoudeh (2002). 
The authors state that from 1991-2001, OPEC did little 
to adjust production in response to changes in demand. 
When OPEC did take action, it was not sufficient to 
constrain prices, therefore, price volatility was high in 
this period. In this study the authors focus on OECD 
petroleum inventory levels (crude oil and oil products) 
to forecast oil prices. They perform a short-run 
forecast of nominal WTI monthly spot prices. In this 
model, WTI spot price is a function of three factors: 
(1) OECD relative petroleum inventory level, which 
is the deviation of actual inventories from the normal 
inventory level (they calculate normal inventory level 
by de-seasonalizing and de-trending historical data), 
(2) lower than normal OECD inventory levels, which 
capture the asymmetric price changes in response to 
changes in inventories when the inventory level is below 
the normal level versus price changes when inventory 
levels are above normal, and (3) the annual differences 
in monthly inventories. They use data from January  
1992 to February 2001. The in-sample forecasts indicate 
that the model exhibits good forecasting performance. 
Ye et al. (2005) modify the study of Ye et al. (2002). They 
predict the short-term 1-month ahead nominal WTI 
crude oil spot price by assessing the impact of relative 
inventory levels. 

In this model, the only explanatory variable is OECD 
industrial relative petroleum inventory levels. In 
addition, the September 11, 2001 terrorist attack and 
the OPEC quota tightening of 1999 are used as dummy 
variables in the model. The authors exclude the lower 
than normal OECD inventory level variable from 
their new model as this variable increases the out-of-
sample forecast error. They use monthly data from 
January 1992 to April 2003. They compare the results 
from the previously mentioned inventory-based model 
to two benchmark forecasting models: (1) a naïve 
autoregressive forecasting model and (2) a modified 
alternative model. The in and out-of-sample evaluation 
criteria indicate that the relative inventory model 
provides the best forecasting performance and the naïve 
model provides the worst. Ye et al. (2006) extend the 
work of Ye et al. (2005) suggesting a nonlinear model 
to forecast monthly nominal WTI crude oil spot prices. 
They argue that short-run crude oil prices are expected 
to behave differently when inventory levels near their 
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lower bound than when they vary around the mid-
range, because inventory has a zero lower bound or 
some minimum required operating level. In this model, 
price is a function of relative OECD industrial crude oil 
inventory levels and nonlinear low and high inventory 
variables. The September 11, 2001 terrorist attack and 
the OPEC quota tightening of 1999 are used as dummy 
variables in the model. They use monthly data from 
January 1992 to October 2003 and find that the low 
inventory level variables are more significant than the 
high inventory level variables. This result is expected 
because of the psychological effect of low inventories, 
which leads to an asymmetric response.  Prices are more 
sensitive at low inventory levels than at high inventory 
levels. The results indicate that the forecasting power of 
the new nonlinear model is stronger than the previous 
simple linear model of Ye et al. (2005), both in and-out-
of sample, especially when inventory levels are very low 
or very high. 

Merino and Ortiz (2005) extend the inventory 
model proposed by Ye et al. (2005) with a three-step 
methodology. Using monthly data from January 1992 to 
June 2004 in the first step, the authors forecast oil prices 
with the initial inventory model proposed by Ye et al. 
(2005) and obtain the price premium of this model, 
which is the deviation of the estimated price from the 
actual price. For this step, relative OECD petroleum 
industrial inventory level is the only explanatory variable 
of the model. In the next step, the authors attempt to 
explain the price premium by testing the Granger 
causality between a group of variables and the price 
premium and investigate the systematic information 
that each new variable can add to the original inventory 
model. 

These new variables include oil market variables as 
well as financial and commodity prices. The oil market 
variables include backwardation (the difference between 
spot prices and futures prices), speculation, OPEC spare 
capacity, the U.S. gasoline relative inventory level, open 
interest, and U.S. refinery capacity. For non-oil variables, 
they choose U.S. interest rates, the U.S. dollar/Euro 
exchange rate, commodity spreads, and non-energy 
commodity prices. They perform the Granger causality 
test with each of the mentioned variables versus the 
price premium for three time periods: (1) 1992-2004, 
(2) 1996-2004, and (3)1999-2004. The results indicate 
changes in the price premium are Granger caused by 

speculation, OPEC spare capacity, and the U.S. gasoline 
relative inventory level.  However, they find no Granger 
causality for any of the non-oil variables. Consequently, 
in the final step they estimate three extended models to 
forecast crude oil prices.  

In model A, relative OECD petroleum industrial 
inventory levels and speculation are explanatory 
variables.  In model B, relative OECD petroleum 
industrial inventory levels and OPEC spare capacity 
are explanatory variables. In model C, relative OECD 
petroleum industrial inventory levels and the U.S. 
gasoline relative inventory levels are explanatory 
variables of crude oil price. They find that only 
speculation and oil prices are cointegrated or there is 
a long-run relationship between them, therefore, the 
only variable that adds systematic information to the 
model is speculation. As the result, they forecast oil 
prices using model A and compare its forecasting power 
with the initial inventory model of Ye et al. (2005). The 
results indicate that the various models generate similar 
forecasts in the 1992-2001 period, however, for the 
2001-04 period the extended model generates better 
forecasts. The only exception is the 2000-01 period, in 
which the basic model provides better forecasts than 
the extended model.

3.1.1.3.3. Combination of Inventory and OPEC 
Behavior Models
Kaufmann (1995) proposes a Project Link model to 
describe the world oil market for the period of 1954-
1989. He investigates the effects of economic, geological, 
and political events on oil prices. In this model, world 
oil price is function of market conditions and the 
strategic behavior of OPEC. The key factors are OPEC 
and non-OPEC capacity utilization, OPEC capacity, the 
OPEC share of world oil production, and the OECD 
inventory level. The OPEC quota and the 1974 oil shock 
are included as dummy variables. The results indicate 
that the model has good power to describe the world 
oil market. 

Kaufmann et al. (2004) investigate the impact of OPEC 
behavior on real oil prices. The authors examine Granger 
causality between OPEC capacity utilization, OPEC 
quotas, OPEC members cheating on quotas, and the 
days of forward consumption of OECD crude oil stocks, 
calculated by dividing OECD crude oil stocks by OECD 
crude oil demand. Furthermore, they incorporate the 
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Persian Gulf War and seasonal dummies into the model. 
They use quarterly data from 1986-2000, and perform 
cointegration tests between variables that confirm the 
existence of a long-run relationship between real oil 
prices and the variables of the model. The Granger 
causality test by a vector error correction model finds 
evidence of Granger casualty from OPEC behavior 
variables to real oil prices but not vice versa. 

Dees et al. (2007) examine the forecasting ability of the 
Kaufmann et al. (2004) model. The static and dynamic 
forecasting results from 1995-2000 display that 
forecasting performance of the model is fairly strong, 
although it is sensitive to the choice of time period and 
volatility in real oil prices caused by exogenous shocks. 
The model performs well for in-sample forecasting, 
however, it shows weak performance in out-of-sample 
forecasting (2004-2006). This suggests that the model’s 
performance suffers from omitting the variables that 
were responsible for the increase in oil prices in the 
period of 2004-2006. 

In order to further develop this model and solve the 
problem of omitted variables, Kaufmann et al. (2008) 
extend the work of Dees et al. (2007) by including the 
U.S. refinery utilization rate, the non-linearity in supply 
conditions, and expectations about supply and demand 
misbalances.  However, they eliminate OPEC quotas 
from the model and incorporate cheating on OPEC 
quotas into the capacity utilization variable. They use 
the near-month and 4-month futures prices for WTI 
from 1986-2006. The results indicate that OECD 
stocks, OPEC capacity utilization rates, U.S. refinery 
utilization rates and price expectations Granger cause 
changes in real oil prices.  The one step ahead out-of-
sample forecast results show that the model has strong 
forecasting power and is able to account for much of the 
$27 rise in crude oil prices from 2004-2006. Finally the 
authors compare their results with those of a random 
walk model and a future contract benchmark model and 
find that the structural econometric model produces 
more accurate forecasts. 

Chevillon and Christine (2009) assess the impact of 
the physical oil market on the clearing price. In this 
study, the authors investigate determinant factors of 
the real Brent crude oil spot price. They use quarterly 
data from 1988-2005. They model price as a function 
of six explanatory variables, including OECD and non-

OECD demand, OPEC quotas, OECD and non-OECD 
stocks, and the OPEC implicit target for real price. They 
also include the first and second Iraq Wars, the terrorist 
attack of September 11, 2001 and the Afghan War as 
dummy variables. To the best of our knowledge, this 
study is the first to incorporate non-OECD inventory 
levels into a price forecasting model. They perform a 
VAR analysis and conclude that concerns external to 
the physical market caused the increase in oil prices.

3.1.1.3.4. Supply and Demand Models
Yang et al. (2002) introduce a model to describe the 
determinants of U.S. oil prices. Their model primarily 
focuses on OPEC production, real U.S. GDP, and the 
price and income elasticity of demand for oil in the 
U.S. They use monthly data from January 1975 to 
September 2000. They use a GARCH model to describe 
the volatility of oil prices. They perform a cointegration 
test and use an ECM model to investigate the short- 
and long-run relationships between oil demand and oil 
prices, real GDP, and natural gas and coal prices in order 
to determine the price and income elasticity of demand. 
They then carry out a simulation of potential oil prices 
under different scenarios of reductions in OPEC 
production. They conclude that OPEC production 
reductions will result in increases in oil prices, but the 
magnitude and duration of the increase depends on the 
size of the OPEC reduction and the increase of domestic 
production by the U.S. or other non-OPEC producers. 
Mirmirani and Li (2004) perform a structural analysis 
using VAR and artificial neural network (ANN) models 
to predict crude oil prices. They use monthly light 
sweet crude oil futures prices traded on the NYMEX 
(lagged oil prices), oil supply, petroleum consumption 
and money supply as explanatory variables, covering 
the period from January 1980 to December 2002. The 
results indicate that the ANN model outperforms the 
VAR model. 

3.1.1.3.5. Non-Oil Variables Models 
Lalonde et al. (2003) investigate the effects of the non-
oil variables on real WTI crude oil spot prices. They 
use quarterly data from 1974-2001. In their model, real 
WTI crude oil spot price is function of the world output 
gap6 and the real U.S. dollar effective exchange rate 
gap7. In addition, three dummy variables are included 
in the model, including the 1979 Iranian revolution, the 
Iran-Iraq war of 1980,the mid-1980s collapse of OPEC 
discipline, and the oil price collapse of 1986. They 
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exclude the real U.S. dollar effective exchange rate gap 
from the model since it is not found to be a significant 
variable, although they do include petroleum inventory 
levels. The out-of-sample forecasting results indicate 
that this model outperforms the random walk model 
and the autoregressive model benchmarks. However, 
when inventory levels are excluded from the model, 
the forecasting ability is inferior to that of the two 
benchmarks. 

3.1.2. Non-Standard Methods
Non-standard or computational methods are nonlinear 
approaches to forecasting that recently gained 
popularity. The proponents of non-standard methods 
consider traditional approaches of forecasting such 
as time-series methods inappropriate for strongly 
nonlinear and chaotic time-series such as oil prices 
since traditional methods assume that the time-series 
are generated by linear processes.

The main computational tool in oil price forecasting is 
Artificial Neural Networks (ANNs). Recent studies on 
ANNs show that ANNs have strong pattern classification 
and pattern recognition capabilities. ANNs are inspired 
by human brain biology and have the ability to learn 
and generalize experiences. Currently, ANNs are being 
used for a wide variety of tasks in a range different fields 
in business, industry and science (Widrow et al., 1994, 
Zhang et al., 1998). 

Very recently support vector machine (SVM) has gained 
a great deal of attention as a forecasting tool. SVM is 
a novel neural network technique, which has gained 
ground in classification, forecasting, and regression 
analysis (Venables and Riplay (2002), Chang and Lin 
(2005), Dong, Cao, and Lee (2005), and Fernandez 
(2010). One major application of ANNs is forecasting 
(Sharda, 1994, Zhang et al., 1998). 

In the case of oil price forecasting, Kaboudan (2001) 
uses two compumetric forecasting methods including 
Genetic Programming (GP) and ANN to perform short-
term oil price forecasts and compares the forecasts with 
those of a naïve random walk model. His analysis is 
based on monthly crude oil prices from January 1993 to 
December 1998. The results suggest that GP forecasting 
performance is superior to that of the other techniques 
and the ANN forecasts exhibit the poorest accuracy. 

Yu et al. (2007, 2008) apply a Multi Scale Neural 
Network (EMD-FNN-ALNN) model instead of a Single 
Scale Neural Network, which is based on an Empirical 
Mode Decomposition (EMD) approach to forecast 
WTI and Brent crude oil prices. In this method, the 
original price series is decomposed into the various 
intrinsic modes with different scales, then using three 
layer Feed Forward Neural Networks (FNN) the 
internal correlation structures of different components 
are extracted, and finally some important subseries 
are selected as inputs into an Adaptive Linear Neural 
Network (ALNN) for prediction. The authors use 
daily WTI crude oil price data from January 1, 1986 
to September 30, 2006. The results indicate that multi-
scale neural network performance is superior to that of 
the single scale neural network, therefore, this method 
improves the prediction ability of a single scale neural 
network.

Shambora and Rossiter (2007) use a financial model 
to predict crude oil prices. For this purpose, they 
apply an ANN model and use crude oil price futures 
contracts traded on the NYMEX from April 16, 1991 
to December 1, 1997. Furthermore, they compare the 
results with a buy-and-hold strategy, the simple moving 
average crossover model, and the random walk model. 
The Sharpe ratio of each model indicates that the ANN 
model performance is superior to that of the other 
models. However, the ANN results suggest that oil 
futures prices are not efficient predictors of spot prices. 

Kulkarni and Haidar (2009) use a multilayer Feed 
Forward Neural Network (FNN) model to perform 
short-term crude oil price tendency forecasting and 
investigate the efficiency of futures prices on spot price. 
They use daily WTI crude oil spot prices from 1996-
2007 and prices for 1-, 2-, 3-, and 4-month WTI futures 
contracts. They conclude that futures prices provide 
new information about spot prices especially in the case 
of 1- and 2-month futures contracts. 

Xie et al. (2006) apply a Support Vector Machine (SVM) 
method to predict crude oil prices. They use monthly 
WTI spot prices from January 1970 to December 2003. 
The authors compare the results with the ARIMA and 
BPNN methods. The results indicate that the SVM 
method does not necessarily perform better than 
the ARIMA and BPNN methods in all sub periods. 
Fernandez (2010) forecasts crude oil and natural gas 
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spot prices, based on the SVM and ANN techniques 
and applies the ARIMA model as a benchmark. He 
uses daily data from 1994-2005. The out-of-sample 
forecasts show in short-time horizons the ARIMA 
model outperforms the ANN and SVM methods, but 
in long-run horizons, the ANN and SVM outperform 
the ARIMA, therefore, time horizon is an important 
element of forecasting ability. Furthermore, the linear 
combination of the ANN and SVM methods produces 
more accurate forecast than either of the single methods. 

3.2. Qualitative Models 
In addition to fundamental economic variables such as 
OPEC behavior, inventory level, and oil production and 
consumption, many qualitative factors impact oil prices, 
including military and political factors, natural disasters, 
and speculation. Knowledge-based approaches are used 
to model the infrequent and irregular events that can 
impact oil markets. There are very few studies that 
employ qualitative approaches to forecasting oil prices. 
For example, Abramson and Finniza (1991) apply belief 
networks based on Monte Carlo analyses to predict 
OPEC and WTI crude oil prices. Belief networks is 
a qualitative knowledge-based technique under the 
classification of artificial intelligence. Abramson and 
Finniza (1995) extend the work by Abramson and 
Finniza (1991) and suggest a probabilistic belief network 
model based on Monte Carlo analysis to produce 
probabilistic forecasts of average annual oil prices. This 
method combines qualitative variables with algebraic 
formulas, conditional probabilities, and econometric 
relationships. 

Wang et al. (2004) proposed a new hybrid system to 
predict oil prices, integrating an ANN approach which 
has a Back Propagation Neural Network (BPNN) 
structure, and Rule-Based Expert Systems (RES), with 
Web-Based Text Mining (WTM) techniques (BPNN-
WTM-RES), using monthly WTI crude oil spot prices 
from January 1970 to December 2002. A comparison 
of simple BPNN and new hybrid methods indicates 
that in out-of-sample forecasting, the hybrid method 
outperforms the individual BPNN methods in all sub 
periods. Wang et al. (2005) extend the work by Wang et 
al. (2004) by introducing a novel nonlinear integrated 
approach called TEI@I to predict WTI crude oil prices. 
In the first step they use an ARIMA model, and in the 
second step they integrate the ARIMA with a BPNN 
approach to model linearities and nonlinearities of the 

time-series. They investigate the effects of irregular and 
infrequent events on oil prices by applying the Web-
based Text Mining (WTM) and the Rule-based Expert 
Systems (RES) techniques, and integrate the ARIMA-
BPNN methodology with the WTM-RES technique 
and create the ARIMA-BPNN-WTM-RES technique. 
The results indicate that the out-of-sample forecasting 
performance of the TEI@I methodology is superior to 
that of the individual ARIMA and the ARIMA-BPNN 
approaches. 

Yu et al. (2005) propose a rough set Refined Text Mining 
(RSTM) approach as a new knowledge-based forecasting 
system for crude oil price tendency forecasting. This 
system is a combination of two modules; the first one 
applies the text mining technique to produce rough 
knowledge and the second one applies the rough set 
theory as a knowledge refiner for the rough knowledge. 
They use monthly crude oil data from January 1970 to 
October 2004. The authors compare the out-of-sample 
forecasting ability of the RSTM approach to the random 
walk, the linear regression model, the ARIMA model, 
and the Back Propagation Neural Network (BPNN) 
model. The hit ratio of each model indicates that the 
performance of the new RSTM approach is better than 
the other models, and the random walk model has the 
poorest performance. 

Gori et al. (2007) analyze the evolution of oil price 
and consumption over the last 30 years to construct 
a relationship between them. They forecast future 
trends under three scenarios: (1) parabolic, (2) linear, 
and (3) chaotic behavior. In the first scenario, oil price 
prediction is based on a parabolic curve, in the second 
scenario oil price prediction is based on a linear curve, 
and in the third scenario fuzzy logic is used to predict oil 
prices. Gaffari and Zare (2009) propose a method based 
on Adaptive Neuro Fuzzy Inference Systems (ANFIS) 
to predict daily WTI crude oil spot prices. This method 
is a combination of ANN and fuzzy logic. The results 
indicate that this technique predicts the sign of daily oil 
price movements correctly more than 66% of the time, 
in contrast to 46.67% by Morana (2001), 45.76% by Gori 
et al. (2007), and 54.54% by Fan et al. (2006). 

4. Conclusions
In this study we review the extant literature on crude oil 
price forecasting. We group forecasting methods into 
the two main categories of quantitative and qualitative 
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techniques. 

Quantitative methods are further divided into 
econometric methods (including time-series models, 
financial models, structural models, and non-standard 
or computational approach). These quantitative 
methods are used to model the numerical determinants 
of oil prices. On other hand, qualitative methods 
include knowledge-based techniques such as the Delphi 
method, the web-based text mining method, fuzzy logic 
and fuzzy expert systems, and belief networks which 
investigate the impact of irregular and infrequent events 
on oil prices.

A wide range of studies forecast crude oil prices with the 
aforementioned methods. To the best of our knowledge, 
this literature review covers virtually every study that 
performs crude oil price forecasting and is available 
in a peer reviewed journal. The most frequently used 
techniques are time-series econometrics. The second 
most frequently used is the financial method, and the 
third most frequently used techniques are based on 
structural models and non-standard computational 
models. Finally, the least used technique is the qualitative 
knowledge-based method. 

Appendix A
A Brief Primer on Time Series Econometrics

Time series econometrics are used to estimate the 
relationship between a variable, its own lagged values, 
time (trend and seasonality), and other variables. The 
simplest version of such a model would be the random 
walk model without a trend, where the changes in the 
variable are independent and identically distributed 
with a zero mean. Such a process might be described by 
the following equation:

1 1 t t ty y ε+ += +

where εt+1 represents a white-noise term with a mean of 
zero, constant variance and zero auto-correlation. We 
can see that changes in y t are independent from each 
other. If we were to include a deterministic trend in the 
random walk model, the process would become:

1 1 t t ty a y ε+ += + +

where α represents the trend.

Raw variables are often non-stationary, the distribution 
of the variable is not constant over time due to a trend, 

seasonality or changing variance. In order to facilitate 
time series modeling, we often difference our variable 
by modeling the change in our variable rather its level. 
In this case, we would model Δy t where

1 t t ty y y +∆ = −

Furthermore, the data is often seasonally differenced 
prior to analysis to eliminate seasonal non-stationarity. 
To account for changing variance, the ARCH/GARCH 
family of models is often used. 

A starting point for time series modeling is often 
autoregressive (AR) or moving-average models (MA). 
In AR models, the value of the random variable of 
interest, in this case y t, depends on its previous values 
plus a white-noise component. Such a model would be 
represented by an equation such as:

1 0 1t t ty a y ε+ += + +

In a moving average model, the current value of the 
variable will be a linear function of previous values of 
another variable (e.g., εt).  For example, the following is 
a moving average processes:

0 1 1 2 20 t t tty a β βε ε εβ− −+ += +

More generally, we can combine AR and MA models 
into an autoregressive moving-average (ARMA) model. 
An ARMA (p, q) model can be written as:

0
1 0

  
p q

t i t i i t i
i i

y a a y β ε− −
= =

= ++∑ ∑
where p is the number of autoregressive lags and q is the 
number of moving average lags.  Such models can be 
very effective in forecasting future levels of stationary 
time series.

While most econometric models assume 
homoscedasticity (constant variance), it is clear that 
the volatilities of economic time series tend to vary 
significantly over time.  In other words, the next period’s 
volatility of a time series will depend on the current 
state of the model (conditional variance).  Further, 
many time series display persistence in volatility, which 
means periods of high volatility tend to continue for 
several periods (volatility clustering).

A simple method of forecasting conditional volatilities 
is the exponential weighted moving average (EWMA) 
approach. In the EWMA approach, conditional volatility 
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is simply modeled as a function of previously observed 
volatilities, with more recent observations receiving 
higher weights. More specifically, current volatility is 
modeled as:

1 0 1 1t t t ty a y εσ+ + += + +

( )2 2 2
1 1t t tσ λσ λ ε+ = + −

In this type of a model, εt+1 represents unexpected 
changes or news.  

In this case the value of λ is selected by the user.  
For example, Risk Metrics suggests λ=0.94 for 
certain applications. Rather selecting the value of 
the parameter in an ad hoc manner, Engel (1982) 
provides an autoregressive conditional heteroscedastic 
(ARCH) model in which the mean and variance can 
be simultaneously modeled and forecasted. Also, the 
values of the parameters are selected to provide the 
best fit.  ARCH models model variance as a function of 
lagged squared errors. So in an ARCH (q) model, the 
variance can be described as:

2 2 2 2
0 1 1 2 2 ...t t t q t qσ α α ε α ε α ε− − −= + + + +

Therefore, the ARCH (q) model using an AR (p) model 
for yt  is:

0 1 1  t t p t p ty y yβ β β ε− −= + +…+ +

where  
( )20,t tNε σ

and   
2 2 2 2

0 1 1 2 2 ...t t t q t qσ α α ε α ε α ε− − −= + + + +

Similar to the way that the AR(p) model may be 
extended to an ARMA (p, q) model, the generalized 
autoregressive conditional heteroscedastic (GARCH 
(p, q)) model proposed by Bollerslev (1986) extends 
ARCH(q) by modeling the conditional variance as 
a function of lagged squared errors as well as its own 
lagged values.

Therefore, the GARCH (p, q) model using an AR (r) 
model for yt  is:

0 1 1  t t p t p ty y yβ β β ε− −= + +…+ +

where  

( )20,t tNε σ

and

2 2 2 2 2 2
0 1 1 2 2 1 1... ...t t t q t q t p t pσ α α ε α ε α ε β σ β σ− − − − −= + + + + + + +

In addition to the basic ARCH and GARCH models, 
a wide variety of models based on ARCH/GARCH 
are available. These include the exponential general 
autoregressive conditional heteroscedastic (EGARCH) 
model of Nelson (1991). EGARCH allows asymmetric 
changes in volatility due to news events and leverage 
effects. EGARCH allows a model to incorporate the 
stylized fact that negative news (i.e., εt+1< 0) tends to 
have a larger impact on volatility than positive news 
and significant reductions in firm value (and stock 
price) increase the financial leverage of firms, thereby 
increasing their risk and volatility. 

Another example of an ARCH/GARCH extension 
is the integrated general autoregressive conditional 
heteroscedastic (IGARCH) model of Engel and 
Bollerslev (1986) in which shocks to volatility persist, 
impacting forecasts for all time horizons. Thus volatility 
has a very long memory in IGARCH. While these are 
two of the more popular variations on the ARCH/
GARCH approach, many more exist.

A number of software programs are available for 
estimation of time series models.  The simplest versions 
can be estimated using Microsoft Excel, while the more 
complex versions require specialized software.  Matlab, 
and the free version, Octave, are powerful programs for 
estimating various time series models. R-project, a free 
software, provides a comprehensive library of programs 
in this area.  Other popular programs are Stata, SAS, 
and EViews.
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